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Metaverse:  
another cesspool 
of toxic content
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Introduction 
In late 2021, Meta, formerly known as Facebook, 
announced plans to pivot to the metaverse – a 
fully digital environment accessed through virtual 
reality technologies such as VR headsets. Faced 
with a growing list of existential threats – from a 
drastic $200 billion drop in value in a single day, to a 
chronic growth crisis, Mark Zuckerberg is pinning the 
company’s future on his metaverse project. 

But as more information and research comes to 
light about Meta’s VR platform, Horizon Worlds, it’s 
becoming increasingly apparent that Zuckerberg’s 
strategy could exacerbate the online harms and 
human rights abuses that the company is failing to 
address on its existing platforms - which is not only 
harming communities but damaging the company.

Despite venturing into uncharted territory, the 
company has invested $10 billion in the metaverse, 
and is deploying a ruthless acquisition strategy to 
stamp out competition and stifle innovation. This isn’t 
going unnoticed by the Federal Trade Commission 
(FTC) which launched an investigation in 2021 into 
Meta’s anticompetitive practices in building the 
metaverse – with one commissioner calling it a “Pac-
Man strategy”1.  

This briefing offers an overview of Meta’s VR 
platforms, Horizon Worlds and Horizon Venues, and 
documents the many harms found on the platforms 
both from previously conducted research, as well as 
new research conducted in May 2022 by SumOfUs. 

1 Diane Bartz, Reuters ‘Pac-Man strategy’: Big Tech’s many small mergers draw more U.S. antitrust scrutiny https://financialpost.com/
technology/big-techs-little-mergers-draw-more-u-s-antitrust-scrutiny 

Some key takeaways from the research include: 
• Virtual groping and gang-rape 
• Sexual, homophobic and racist comments
• Inadequate processes for reporting violations 
• Failure to take action against users who violate 

platforms guidelines 
• Ease for children to use the platform and 

encounter harms 

Given the failure of Meta to moderate content on 
its other platforms, it is unsurprising that it is already 
seriously lagging behind with content moderation on 
its metaverse platforms. With just 300,000 users, it is 
remarkable how quickly Horizon Worlds has become 
a breeding ground for harmful content. 

Without urgent action, this will only get worse. Until 
regulators hold Meta to account for the harms found 
on its platforms, weaken its grip over technology 
industries and rein in its ruthless data harvesting 
practices, the metaverse is very likely to spiral into a 
darker, more toxic environment. 

https://financialpost.com/technology/big-techs-little-mergers-draw-more-u-s-antitrust-scrutiny
https://financialpost.com/technology/big-techs-little-mergers-draw-more-u-s-antitrust-scrutiny
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Pre-Metaverse: Facebook in crisis 
To understand why Mark Zuckerberg is betting the 
house on the Metaverse, it’s helpful to review the 
state of the company pre-2022. 

Since the Cambridge Analytica scandal, Meta has 
struggled to establish trust with the public and 
advertisers alike. Immediately after the scandal, 
advertisers boycotted the platform and regulators 
launched investigations, including one which led to 
a $5 billion fine by the FTC. In Europe, multi-million 
dollar lawsuits were filed against the company after it 
was found to be in breach of GDPR. 

But beyond the regulatory concerns around the 
platform’s inability to safely and transparently handle 
user data, the company has become synonymous 
with “toxic”. From contributing to genocide, hate 
crimes, fascism, public health crises, and harms to 
children – the platform is drowning in dangerous 
content. As a result, the platform experienced a 
second significant advertisers’ boycott in 2020 – with 
major brands including Unilever, Nike, and Coca Cola 
suspending ads. 

Though Zuckerberg has been dismissive of advertiser 
boycotts and contemptuous of lawmakers’ threats 
to regulate Big Tech, there is an existential concern 
he cannot so easily ignore: the platform’s inability to 
grow. In the fourth quarter of 2021, Meta’s Facebook 
platform lost half a million daily users, according to 
company data – the first ever such decline. While 
small in comparison to Facebook’s 1.93 billion daily 

2 A. Steiger, A. Vegliante, E. Sheridan, K. Campagna, L. Czura, and M. Ng, Framing the Future of Web 3.0: Metaverse Edition, Gold-
man Sachs, 2021, https://www.goldmansachs.com/insights/pages/gs-research/framing-the-future-of-web-3.0-metaverse-edition/re-
port.pdf. 
3  M. Quiroz-Gutierrez. Companies like Nike and Disney are hiring like crazy for the metaverse–and it’s just the start. Fortune. 2022. 
https://fortune.com/2022/02/02/nike-disney-meta-companies-hiring-spree-metaverse/.
4 S. Ghaffary and S. Morrison. Can FB monopolize the metaverse? Vox: Recode. 2022. https://www.vox.com/recode/22933851/me-
ta-facebook-metaverse-antitrust-regulation.
5 R. Metz. Harassment is a problem in VR, and it’s likely to get worse. CNN News. 2022.  
https://www.cnn.com/2022/05/05/tech/virtual-reality-harassment/index.html?utm_source=optzlynewmarketribbon.
6 N. Clegg and J. Olivan. Investing in European Talent to Help Build the Metaverse. Meta. 2021.  
https://about.fb.com/news/2021/10/creating-jobs-europe-metaverse/.

active users, the fall is a significant marker given the 
company’s history of rapid growth. 

It also helps to explain the company’s all-in dive into 
the Metaverse. At the heart of the growth crisis is 
the fact that young people are not flocking to Meta’s 
products in the way they are to competitor platforms 
like TikTok, which has grown to 1 billion active users. 
In a bid to stay relevant to young people, Meta has 
invested heavily in its “Reels” function – a clone of 
TikTok – and in a push to become the market leader 
in virtual reality, has adopted a shark-like approach to 

acquiring VR technology. 

Building the Metaverse – a big 
shark in a small tank 
According to a 2021 Goldman Sachs analysis, the 
main competitors in the metaverse include Epic 
Games, Roblox, Niantic Labs, Nvidia, and Meta.2 
Though the gaming industry has had a head start in 
this space, other Big Tech companies such as Sony, 
Microsoft, Google, and Apple are investing resources 
in the metaverse. Similarly, other companies like Nike 
and Disney are showing early efforts to capitalize 
on the ability to sell products in a metaverse 
marketplace.3 Some experts predict that companies 
who can lead in this industry now may become the 
frontrunners of Big Tech in the future.4

In late 2021, Meta announced its new plans to pivot 
to the Metaverse, investing around $10 billion in the 
project called Facebook Reality Labs5 and creating 
10,000 metaverse-related jobs in Europe.6 

https://www.goldmansachs.com/insights/pages/gs-research/framing-the-future-of-web-3.0-metaverse-edition/report.pdf
https://www.goldmansachs.com/insights/pages/gs-research/framing-the-future-of-web-3.0-metaverse-edition/report.pdf
https://fortune.com/2022/02/02/nike-disney-meta-companies-hiring-spree-metaverse/
https://www.vox.com/recode/22933851/meta-facebook-metaverse-antitrust-regulation
https://www.vox.com/recode/22933851/meta-facebook-metaverse-antitrust-regulation
https://www.cnn.com/2022/05/05/tech/virtual-reality-harassment/index.html?utm_source=optzlynewmarketribbon
https://www.cnn.com/2022/05/05/tech/virtual-reality-harassment/index.html?utm_source=optzlynewmarketribbon
https://about.fb.com/news/2021/10/creating-jobs-europe-metaverse/
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However, the company had already been investing 
in the VR industry for some time. In 2014, Meta 
acquired Oculus, a VR headset developer, a step that 
enabled it to become a major industry competitor. 
By the end of 2021, Oculus was the most popular 
VR head mounted display in the market, with an 
estimated 8 million application downloads using the 
headset.7 

 In 2019, Meta also bought Beat Games, the makers 
of Beat Saber, the most popular game on the Oculus 
at the time of the acquisition. The following year, it 
acquired Sanzaru Games and Ready at Dawn. And 
in 2021, Meta bought both Unit 2 Games, the maker 
of a fast-growing platform that allows users to make 
and share games, and BigBox VR, makers of the very 
popular first-person shooter game Population: One. 

Meta now owns at least half of the top six most 
profitable VR games on its own Oculus platform. 

None of these acquisitions drew much attention. 
It wasn’t until Meta decided to buy Within, the 
developer that makes a popular workout and 
meditation game called Supernatural, for $400 
million,8 that the FTC finally took notice, reportedly 
launching a probe into Meta’s VR division for 
anticompetitive acquisitions and predatory pricing – 
namely, pricing headsets at several hundred dollars 
below market value in order to squash competition. 
Meta is also racing to file hundreds of patents 
related to VR technology – from cameras and 

7 Y. Bokkini. Inside the metaverse, are you safe? Dispatches. 2022. https://www.channel4.com/programmes/inside-the-metaverse-are-
you-safe-dispatches.
8 A. Heath. FTC opens antitrust probe into Meta’s purchase of VR fitness app Supernatural. The Verge. 2021. https://www.theverge.
com/2021/12/16/22840635/ftc-opens-antitrust-probe-meta-deal-vr-fitness-app-supernatural.
9 FB Patent. USPTO. 2019. https://bit.ly/3sRuSqV 
10 FB Patent. USPTO. 2017. https://bit.ly/38KKUfd 
11 FB Patent. USPTO. 2020. https://bit.ly/38L3TGz 
12 H.Murphy. Facebook patents reveal how it intends to cash in on metaverse. Financial Times. 2022. https://on.ft.com/3OZgNB0. 
13 E. Carmi. Facebook Patent Shows How You May Be Exploited in the Metaverse. Tech Policy Press. 2021. https://techpolicy.press/
facebook-patent-shows-how-you-may-be-exploited-in-the-metaverse/.
14 B. Heller, Reimagining Reality: Human Rights and Immersive Technology, Carr Center for Human Rights Policy, Harvard Kennedy 
School, 2020, https://carrcenter.hks.harvard.edu/files/cchr/files/ccdp_2020-008_brittanheller.pdf.

software systems for improved tracking of users’ 
facial expressions9, to wearable magnetic sensor 
systems to detect torso/chest movements10, to avatar 
personalisation machines that aim to simulate users’ 
appearance for their avatars11. 

Metaverse’s business model: 
surveillance capitalism on crack 
Meta’s extractive business model – the collection, 
storage, and harvesting of user data for profit – will 
remain a major source of revenue. 

But in a virtual world, where users wear VR headsets 
that can track bodily information like eye movements, 
facial expressions, and body temperature, we can 
expect a more dystopian version of surveillance 
capitalism. 

One of Meta’s patents would improve the 
company’s capability to auction user data to 
outside advertisers,12 enabling them to “intervene” 
in individual experiences through targeted 
advertisements and product placements.13 
Additionally, this data can strengthen consumer 
profiles with utmost precision14 by providing new 
insight into a user’s behavior and mannerisms in ways 
traditional social media platforms cannot. 
For instance, the VR hardware can track the user’s 
eye movements, and identify whether a user takes 
interest in a specific product – measuring the length 
of time a user looks at an item, and pupil dilation in 

https://www.channel4.com/programmes/inside-the-metaverse-are-you-safe-dispatches
https://www.channel4.com/programmes/inside-the-metaverse-are-you-safe-dispatches
https://www.theverge.com/2021/12/16/22840635/ftc-opens-antitrust-probe-meta-deal-vr-fitness-app-supernatural
https://www.theverge.com/2021/12/16/22840635/ftc-opens-antitrust-probe-meta-deal-vr-fitness-app-supernatural
https://on.ft.com/3OZgNB0
https://techpolicy.press/facebook-patent-shows-how-you-may-be-exploited-in-the-metaverse/
https://techpolicy.press/facebook-patent-shows-how-you-may-be-exploited-in-the-metaverse/
https://carrcenter.hks.harvard.edu/files/cchr/files/ccdp_2020-008_brittanheller.pdf
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response to ads they see.15 As a result, these devices 
unveil sensitive information that may give accurate 
insight into a user’s likes, dislikes, feelings, age, and 
even health conditions that can be traced through 
eye movements.16 

Diving into the Metaverse: just 
another cesspool?
Meta has two main VR applications. One is Horizon 
Worlds – a social-networking app that enables users 
to create and interact in unique digital rooms, known 
as “worlds.” As of February 2022, around “10,000 
separate worlds” were built in Horizon Worlds, having 
an estimated user base of 300,000+ people and 
counting.17 

The second is Horizon Venues – a separate app 
dedicated to hosting live-streaming events in the 
metaverse. 

In addition to these two applications, Meta also 
acquired other gaming apps, such as Population One 
and Echo VR which will also be referenced in later 
sections. 

Other mega-popular metaverse apps not owned 
by Meta can still be accessed through its Oculus 
VR headset – including Rec Room, VRChat, and 
AltspaceVR.  Across these metaverse applications, 
deeply disturbing patterns are emerging.

15  B. Heller, Reimagining Reality: Human Rights and Immersive Technology, Carr Center for Human Rights Policy, Harvard Kennedy 
School, 2020, https://carrcenter.hks.harvard.edu/files/cchr/files/ccdp_2020-008_brittanheller.pdf.
16  L. Sarah, Why Facebook, Snapchat, and Google want smart glasses to be a thing, Mozilla Foundation, 2021, https://foundation.

mozilla.org/en/blog/why-facebook-snapchat-and-google-want-smart-glasses-to-be-a-thing/.
17  A. Heath. Meta’s social VR platform Horizon hits 300,000 users. The Verge. 2022. https://www.theverge.com/2022/2/17/22939297/
meta-social-vr-platform-horizon-300000-users.
18  Meta. Notice of Monitoring and Recording to Improve Safety in Horizon Worlds. 2022. https://store.facebook.com/legal/quest/

monitoring-recording-safety-horizon/?utm_source=https%3A%2F%2Fwww.google.com%2F&utm_medium=organicsearch.
19  Meta. Conduct in VR Policy. 2022. https://store.facebook.com/help/quest/articles/accounts/privacy-information-and-settings/con-

Harassment and abuse is rampant 
Despite Meta’s promises to improve safety 

measures18 and implement community guidelines19 

in its metaverse, researchers and users have reported 
instances of sexual violence, proliferation of graphic 
content, and hate speech in both Meta’s apps and 
competitors’ apps accessed through the Oculus 
headset. 

Sexual violence and sexual 
harassment 
(TRIGGER WARNING) 
Minimal moderation allows toxic behavior to thrive, 
normalizing sexual harassment especially towards 
female-appearing and female-sounding avatars. 
In May 2022, SumOfUs researchers went into the 
Metaverse and were astonished by how quickly they 
encountered sexual harassment. The disturbing 
accounts below offer a deeper glimpse into the 
harmful sexual content on a largely unregulated 
Metaverse.

• Horizon Worlds: About an hour into using the 
platform, a SumOfUs researcher was led into a 
private room at a party where she was raped by 
a user who kept telling her to turn around so he 
could do it from behind while users outside the 
window could see – all while another user in the 
room watched and passed around a vodka bottle. 
This sexual act was non-consensual, and 
the researcher described the experience as 
“disorienting” and confusing. Click here to view  
a clip.  

https://carrcenter.hks.harvard.edu/files/cchr/files/ccdp_2020-008_brittanheller.pdf
https://foundation.mozilla.org/en/blog/why-facebook-snapchat-and-google-want-smart-glasses-to-be-a-thing/
https://foundation.mozilla.org/en/blog/why-facebook-snapchat-and-google-want-smart-glasses-to-be-a-thing/
https://www.theverge.com/2022/2/17/22939297/meta-social-vr-platform-horizon-300000-users
https://www.theverge.com/2022/2/17/22939297/meta-social-vr-platform-horizon-300000-users
https://store.facebook.com/legal/quest/monitoring-recording-safety-horizon/?utm_source=https%3A%2F%2Fwww.google.com%2F&utm_medium=organicsearch
https://store.facebook.com/legal/quest/monitoring-recording-safety-horizon/?utm_source=https%3A%2F%2Fwww.google.com%2F&utm_medium=organicsearch
https://store.facebook.com/help/quest/articles/accounts/privacy-information-and-settings/conduct-in-vr-policy/
https://drive.google.com/file/d/1558CIk75YtKrfNvJvQWkReG6VmxPpa81/view?usp=sharing
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• Horizon Worlds (Beta Testing): An anonymous 
beta tester for Horizon Worlds filed a complaint 
stating that her “avatar had been groped by a 
stranger” and suggesting better mechanisms for 
preventing and reporting harassment. However, 
after receiving the complaint, Meta not only failed 
to take action against the aggressor, but actually 
blamed the beta tester for inadequate use of 
personal safety features.20 

• Horizon Worlds: Nina Jane Patel reported 
being “virtually gang raped”21 within 60 seconds  
of logging on the platform by a group of 3-4 
male-appearing avatars. Patel was “groped 
aggressively”22 and “verbally and sexually 
harassed,” becoming a target for suggestive and 
lewd remarks due to her avatar’s outwardly female 
appearance. 

• Population One (Meta-owned): Chanelle 
Siggens was approached by another player, who 
then “simulated groping and ejaculating onto 
her avatar.” Another player named Mari DeGrazia 
reported witnessing harassment more than three 
times per week. DeGrazia also experienced abuse 
while wearing a haptic vest, when “another player 
groped her avatar’s chest.”23 

• Echo VR (Meta-owned): Sydney Smith 
encountered “lewd, sexist remarks” while playing 
Echo VR as another player claimed to have 
“recorded her [voice]” in order to “jerk off.” After 
the incident, Smith described having difficulty 
reporting the player in the game.24 

duct-in-vr-policy/. 
20 W. Duffield. A Grope in Meta’s Space. Tech Dirt. 2021. https://www.techdirt.com/2021/12/28/grope-metas-space/.
21 N. Patel. Reality of Fiction? Medium. 2021. https://medium.com/kabuni/fiction-vs-non-fiction-98aa0098f3b0
22 M. Clayton. Mother says she was virtually groped by three male characters within seconds of entering Facebook’s online world 
Metaverse. Daily Mail. 2022. https://www.dailymail.co.uk/news/article-10455417/Mother-43-avatar-groped-three-male-characters-on-
line-Metaverse.html
23 S. Frenkel and K. Browning. The Metaverse’s Dark Side: Here Come Harassment and Assaults. New York Times. 2021. https://www.
nytimes.com/2021/12/30/technology/metaverse-harassment-assaults.html.
24 Q. Wong. As Facebook Plans the Metaverse, It Struggles to Combat Harassment in VR. CNET. 2021. https://www.cnet.com/tech/
gaming/features/as-facebook-plans-the-metaverse-it-struggles-to-combat-harassment-in-vr/.
25 L. Blackwell, N. Ellison, N. Elliot-Deflo, R. Schwartz, Harassment in Social Virtual Reality: Challenges for Platform Governance, PACM 
on Human-Computer Interaction Vol. 3, No. CSCW, Article 100, 2019, http://www.lindsayblackwell.net/wp-content/uploads/2019/09/
Harassment-in-Social-Virtual-Reality-CSCW-2019.pdf.

The SumOfUs researcher noted how quickly she 
encountered sexual assault on the platform after 
another user encouraged her to disable the personal 
boundaries setting. She noted that when another user 
touches you, the hand controllers vibrate, creating 
a very disorienting and even disturbing physical 
experience during a virtual assault. 

Regarding the experience of being sexually assaulted 
in VR, the researcher said: “It happened so fast I 
kind of disassociated. One part of my brain was 
like wtf is happening, the other part was like this 
isn’t a real body, and another part was like, this is 
important research.”

These troubling events are not isolated to Meta-
owned apps. VR users have long reported problems 
with sexual harassment, verbal abuse, racial slurs, 
and invasion of personal space on a myriad of apps 
(not owned by Meta) such as Rec Room, VRChat, and 
AltspaceVR.25 Many of these apps remain accessible 
via Meta’s Oculus Quest. 

https://store.facebook.com/help/quest/articles/accounts/privacy-information-and-settings/conduct-in-vr-policy/
https://www.techdirt.com/2021/12/28/grope-metas-space/
https://medium.com/kabuni/fiction-vs-non-fiction-98aa0098f3b0
https://www.dailymail.co.uk/news/article-10455417/Mother-43-avatar-groped-three-male-characters-online-Metaverse.html
https://www.dailymail.co.uk/news/article-10455417/Mother-43-avatar-groped-three-male-characters-online-Metaverse.html
https://www.cnet.com/tech/gaming/features/as-facebook-plans-the-metaverse-it-struggles-to-combat-harassment-in-vr/
https://www.cnet.com/tech/gaming/features/as-facebook-plans-the-metaverse-it-struggles-to-combat-harassment-in-vr/
http://www.lindsayblackwell.net/wp-content/uploads/2019/09/Harassment-in-Social-Virtual-Reality-CSCW-2019.pdf
http://www.lindsayblackwell.net/wp-content/uploads/2019/09/Harassment-in-Social-Virtual-Reality-CSCW-2019.pdf
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Conspiracy theories, hate speech, 
and graphic content
(TRIGGER WARNING) 
Users have reported seeing graphic content and 
observing hate speech that is discriminatory, 
homophobic, racist, and sexual in nature. This 
behavior harms people of color, members of 
the LGBTQ+ community, women, and children, 
making these spaces dangerous and inaccessible. 
Researchers also noted the propensity of the 
metaverse to harbor extremist content. Below are 
some accounts: 

• Horizon Worlds: Within a few minutes of 
logging into the platform, SumOfUs researchers 
experienced homophobic slurs, gun violence 
(including a shoot out at a house party), drugs laid 
out on a table, and a user stalking the researcher 
and following her into different worlds. 

• Horizon Worlds: To better understand Horizon 
Worlds’ moderation, Buzzfeed reporters “built 
a private Horizon World” called the “Qniverse.” 
Here, reporters filled the room with right-
wing slogans claiming U.S. election fraud and 
pandemic misinformation. However, after 
attempting to report the room for violating VR 
policy, safety specialists identified that the room 
did not break any guidelines. Only after reaching 
out to Meta did the company remove the content. 
In the Buzzfeed article, Callum Hood from the 
Center for Countering Digital Hate (CCDH) was 
quoted saying that unmoderated Horizon Worlds 
private rooms, like Facebook private rooms, may 
harbor “harmful content” with no oversight.26 
 

26  E. Baker-White. Meta wouldn’t tell us how it enforces its rules in VR, so we ran a test to find out. Buzzfeed. 2022. https://www.

buzzfeednews.com/article/emilybakerwhite/meta-facebook-horizon-vr-content-rules-test.
27 Q. Wong. As Facebook Plans the Metaverse, It Struggles to Combat Harassment in VR. CNET. 2021. https://www.cnet.com/tech/
gaming/features/as-facebook-plans-the-metaverse-it-struggles-to-combat-harassment-in-vr/.
28 Y. Bokkini. Inside the metaverse, are you safe? Dispatches. 2022. https://www.channel4.com/programmes/inside-the-metaverse-are-
you-safe-dispatches.

• Echo VR (Meta-owned): Theo Young, a 17 year 
old VR user, mentioned in an interview that “toxic 
behavior” has become more frequent in Echo VR, 
as he witnessed “homophobic language” and 
the sexual harassment of another female player. 
In the same interview, Jason Lemon, a Black man, 
testifies that racial harassment in EchoVR has the 
same effect as racial harassment in real life.27

• Rec Room & VRChat (Separate Apps): 
Journalist Yinka Bokinni entered Rec Room 
and VRChat to investigate the enforcement of 
community guidelines. Within seconds of entering 
these rooms, Bokinni observed avatars making 
intense racist, sexist, and homophobic comments 
and witnessed other avatars “simulating sex.” 
She also experienced sexual harassment, verbal 
abuse, and repeated invasion of personal space 
despite using safety features. Bokinni also noted 
that many underage kids were using the app in 
spite of the apps’ age restrictions.28 

Content moderation: Meta’s game 
of whack-a-mole
We’ve seen how Meta deals with content moderation 
and the struggles it faces around this critical issue. 
One thing is for certain: the explosive growth 
Meta experienced over the years, without any real 
safeguards in place, means that it never invested 
in a foundational approach to content moderation. 
It wasn’t until Russian disinformation threatened to 
destroy the fabric of our societies during the 2016 US 
election that alarm bells went off, and they haven’t 
stopped ringing. 
 
Instead of learning from its previous mistakes, Meta is 
pushing ahead with the Metaverse with no clear plan 

https://drive.google.com/file/d/1yJKCiIAaPge8t0F09bZMAGxr3F5uCjOx/view?usp=sharing
https://drive.google.com/file/d/1CwvPLwP0xmDzLPBGud8fT_xCYfhgzSG-/view?usp=sharing
https://drive.google.com/file/d/1CwvPLwP0xmDzLPBGud8fT_xCYfhgzSG-/view?usp=sharing
https://www.buzzfeednews.com/article/emilybakerwhite/meta-facebook-horizon-vr-content-rules-test
https://www.buzzfeednews.com/article/emilybakerwhite/meta-facebook-horizon-vr-content-rules-test
https://www.cnet.com/tech/gaming/features/as-facebook-plans-the-metaverse-it-struggles-to-combat-harassment-in-vr/
https://www.cnet.com/tech/gaming/features/as-facebook-plans-the-metaverse-it-struggles-to-combat-harassment-in-vr/
https://www.channel4.com/programmes/inside-the-metaverse-are-you-safe-dispatches
https://www.channel4.com/programmes/inside-the-metaverse-are-you-safe-dispatches
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for how it will curb harmful content and behavior, 
disinformation and hate speech. Andrew Bosworth, 
Meta’s Chief Tech Officer, admitted in an internal 
memo that moderation in the metaverse “at any 
meaningful scale is practically impossible.”29 

And in a recent blog post, Meta’s policy chief 
Nick Clegg said Meta is viewing interactions in 
the Metaverse to be more “ephemeral”, and that 
decisions around moderating content will be more 
akin to whether or not to intervene in a heated back 
and forth in a bar, rather than like the active policing 
of harmful content on Facebook.30 

Though Meta has community guidelines for its VR 
apps, two main issues emerge when enforcing them. 

First is the lack of content moderators. Meta has 
assured the public that trained safety specialists 
and moderators are able to enforce guidelines to 
protect users. However, user interviews indicate 
an insufficient number of moderators in-game to 
regulate community behavior. A Tech Crunch report 
from March 2022 states that human moderators are 
only available in the main plaza of Horizon Worlds 
and seemingly giving information on how to take a 
selfie, not meaningfully moderating user behavior in 
different parts of the platform.31

  Second is the number of children on the VR 
platforms. Although Meta’s rules state that users 
must be 18+ years old to access Horizon Worlds and 
Horizon Venues, existing users complain that the 
apps are full of underage children. It is as simple as 

29  Q. Wong. As Facebook Plans the Metaverse, It Struggles to Combat Harassment in VR. CNET. 2021. https://www.cnet.com/tech/
gaming/features/as-facebook-plans-the-metaverse-it-struggles-to-combat-harassment-in-vr/.
30  N. Clegg, Making the Metaverse: what it is, how it will be built, and why it matters: https://nickclegg.medium.com/making-the-
metaverse-what-it-is-how-it-will-be-built-and-why-it-matters-3710f7570b04 
31 A Silberling, Meta will add basic supervision parental controls to its VR headset almost three years after launch: https://techcrunch.
com/2022/03/16/meta-quest-parental-controls-virtual-reality/
32 W. Oremus. Kids are flocking to Facebook’s ‘metaverse.’ Experts worry predators will follow. The Washington Post. 2022. https://
www.washingtonpost.com/technology/2022/02/07/facebook-metaverse-horizon-worlds-kids-safety/
33 Y. Bokinni. Racism and rape jokes: my nightmare trip to the metaverse. The Guardian. 2022. https://www.theguardian.com/tv-and-
radio/2022/apr/25/a-barrage-of-assault-racism-and-jokes-my-nightmare-trip-into-the-metaverse.
34  R. Metz. Harassment is a problem in VR, and it’s likely to get worse. CNN. 2022.  
https://www.cnn.com/2022/05/05/tech/virtual-reality-harassment/index.html?utm_source=optzlynewmarketribbon.

either using a parent or older sibling’s account, or 
even creating a fake 18+ account on Facebook in a 
matter of minutes. 

Research from the Center for Countering Digital Hate 
found that users, including minors, are exposed to 
abusive behavior every 7 minutes in VRChat. This 
includes bullying, harassment, racism, extremism, 
exposure to pornographic content and grooming. 
Experts have expressed concern that the apps’ 
failures to enforce community guidelines and respond 
to complaints will allow sexual predators32 and 
pedophiles to target children.33

In response to complaints of harassment and 
abuse, metaverse apps like Horizon Worlds have 
implemented new safety features such as a personal 
safety bubble34 in addition to existing tools that 
allow people to block, mute, or report other players, 
and low-level parental controls to try to prevent 
younger users accessing specific apps. While these 
design features are necessary, they can be easily 
side-stepped – including by children. The SumOfUs 
researcher was encouraged and instructed by another 
user to remove her personal boundaries setting, and 
that quickly spiraled into sexual harassment. And 
many other users experiencing harassment and abuse 
state that these functions fall short of holding other 
users accountable for misbehavior, as the platform 
puts the responsibility of moderating content on the 
player being harrassed. 

https://www.cnet.com/tech/gaming/features/as-facebook-plans-the-metaverse-it-struggles-to-combat-harassment-in-vr/
https://www.cnet.com/tech/gaming/features/as-facebook-plans-the-metaverse-it-struggles-to-combat-harassment-in-vr/
https://nickclegg.medium.com/making-the-metaverse-what-it-is-how-it-will-be-built-and-why-it-matters-3710f7570b04
https://nickclegg.medium.com/making-the-metaverse-what-it-is-how-it-will-be-built-and-why-it-matters-3710f7570b04
https://techcrunch.com/2022/03/16/meta-quest-parental-controls-virtual-reality/?guccounter=1&guce_referrer=aHR0cHM6Ly93d3cuZ29vZ2xlLmNvbS8&guce_referrer_sig=AQAAABLMml2dsGB0QurUKLGaZDTcvdE3_x-9Nc__-HM7Cr7rG0mnHJgfkdWhsoAe9BMwVfp9vhUdh9Y5Vv1kACKVnTWnbLbuCq7yESJ2W98FoC31P_9vy3RNzckpm8NmvdFKC3ikCqfPeidWNXM2nIwuOM2pNtwH7n980cyGQJLEEpbp
https://techcrunch.com/2022/03/16/meta-quest-parental-controls-virtual-reality/?guccounter=1&guce_referrer=aHR0cHM6Ly93d3cuZ29vZ2xlLmNvbS8&guce_referrer_sig=AQAAABLMml2dsGB0QurUKLGaZDTcvdE3_x-9Nc__-HM7Cr7rG0mnHJgfkdWhsoAe9BMwVfp9vhUdh9Y5Vv1kACKVnTWnbLbuCq7yESJ2W98FoC31P_9vy3RNzckpm8NmvdFKC3ikCqfPeidWNXM2nIwuOM2pNtwH7n980cyGQJLEEpbp
https://www.washingtonpost.com/technology/2022/02/07/facebook-metaverse-horizon-worlds-kids-safety/?pwapi_token=eyJ0eXAiOiJKV1QiLCJhbGciOiJIUzI1NiJ9.eyJzdWJpZCI6IjQ4MzYzMDkwIiwicmVhc29uIjoiZ2lmdCIsIm5iZiI6MTY1MTg5MDE3NSwiaXNzIjoic3Vic2NyaXB0aW9ucyIsImV4cCI6MTY1MzA5OTc3NSwiaWF0IjoxNjUxODkwMTc1LCJqdGkiOiJiYTdlMTI5Yy0xNzMzLTQwOTMtYWNjNC0yNGY4ZTM0ZDVjNjAiLCJ1cmwiOiJodHRwczovL3d3dy53YXNoaW5ndG9ucG9zdC5jb20vdGVjaG5vbG9neS8yMDIyLzAyLzA3L2ZhY2Vib29rLW1ldGF2ZXJzZS1ob3Jpem9uLXdvcmxkcy1raWRzLXNhZmV0eS8ifQ.d-zoZF0xXmFJ2Ws2SJVcYZ_6dRgp8638V1IG9oy10z4
https://www.washingtonpost.com/technology/2022/02/07/facebook-metaverse-horizon-worlds-kids-safety/?pwapi_token=eyJ0eXAiOiJKV1QiLCJhbGciOiJIUzI1NiJ9.eyJzdWJpZCI6IjQ4MzYzMDkwIiwicmVhc29uIjoiZ2lmdCIsIm5iZiI6MTY1MTg5MDE3NSwiaXNzIjoic3Vic2NyaXB0aW9ucyIsImV4cCI6MTY1MzA5OTc3NSwiaWF0IjoxNjUxODkwMTc1LCJqdGkiOiJiYTdlMTI5Yy0xNzMzLTQwOTMtYWNjNC0yNGY4ZTM0ZDVjNjAiLCJ1cmwiOiJodHRwczovL3d3dy53YXNoaW5ndG9ucG9zdC5jb20vdGVjaG5vbG9neS8yMDIyLzAyLzA3L2ZhY2Vib29rLW1ldGF2ZXJzZS1ob3Jpem9uLXdvcmxkcy1raWRzLXNhZmV0eS8ifQ.d-zoZF0xXmFJ2Ws2SJVcYZ_6dRgp8638V1IG9oy10z4
https://www.theguardian.com/tv-and-radio/2022/apr/25/a-barrage-of-assault-racism-and-jokes-my-nightmare-trip-into-the-metaverse
https://www.theguardian.com/tv-and-radio/2022/apr/25/a-barrage-of-assault-racism-and-jokes-my-nightmare-trip-into-the-metaverse
https://www.cnn.com/2022/05/05/tech/virtual-reality-harassment/index.html?utm_source=optzlynewmarketribbon
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Several users also argue that reporting individual 
incidents of harassment can oftentimes be unclear 
and lack transparent follow-up.35 In addition, Meta 
only put in place parental controls when the UK 
regulator warned the company that it could be in 
breach of the UK Age Appropriate Design Code.

How to stop Metaverse from 
spiraling into a dark abyss
Meta has repeatedly demonstrated that it is unable to 
adequately monitor and respond to harmful content 
on Facebook, Instagram and Whatsapp – so it is no 
surprise that it is already failing on the Metaverse too. 

But beyond content moderation, there are three 
key measures that should be taken to prevent the 
Metaverse from spiraling into another dark abyss. 

First, regulators must address the predatory, 
anticompetitive practices of Mark Zuckerberg. Meta 
must not be allowed to buy out major software, 
hardware, and even streamers in the VR world 
without thorough scrutiny from regulators. If Meta 
is allowed to continue its aggressive acquisition 
strategy, it risks making it very difficult for other, 
newer companies to enter or operate in the industry. 
The FTC must be steadfast in its investigation of 
Meta’s Metaverse acquisition strategy, and hold 
the company accountable for its anticompetitive 
practices. Similarly, the FTC and Congress must 
create more friction and investigate acquisitions 
before they take place – especially if the company 
has already been under investigation for other 
acquisitions, as Meta has. It shouldn’t have taken the 
$400 million acquisition of Within for the FTC to act 
– the commission should be on Meta’s case when it 
acquires even smaller technologies.  

35 Y. Bokkini. Inside the metaverse, are you safe? Dispatches. 2022. https://www.channel4.com/programmes/inside-the-metaverse-are-
you-safe-dispatches.

Second, it is alarming that, to this day, the US has 
no adequate data protection laws to safeguard 
consumers against abusive data harvesting practices 
across platforms, allowing companies like Meta to 
sell data to 3rd parties with little oversight. The US’s 
non-existent data protection laws mean the onus 
is on users to protect themselves against these 
exploitative practices. As VR becomes more popular, 
tech companies’ data harvesting practices could 
have larger and more serious consequences – as the 
collection of sensitive biometric data becomes the 
norm, for example. The US must pass strong federal 
privacy laws that protect users’ personal data, similar 
to those passed in the EU and some other countries.

Third, as the Digital Services Act (DSA) gets written 
into law in Europe, other governments around 
the world must use this landmark legislation as a 
blueprint for how to regulate Big Tech companies 
in their own jurisdictions. Once the DSA kicks in, 
Meta will be forced to make serious changes, such 
as constraining its use of data to target ads (it will be 
obliged to stop targeting ads to minors, for example) 
and providing more transparency about how its 
algorithms are designed and operate, which will likely 
play a role in what is shown to users in the Metaverse. 
The DSA and even the DMA (Digital Markets Act) 
will have significant consequences for the Metaverse, 
and it’s crucial that other governments pass similar 
legislation too. 

https://www.channel4.com/programmes/inside-the-metaverse-are-you-safe-dispatches
https://www.channel4.com/programmes/inside-the-metaverse-are-you-safe-dispatches
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For more information on 
our work, please contact 
corporate@sumofus.org.


	_by7pkikbqxcp
	_jzesaxyccl87
	_ui8soe44ozve
	_vvdgvato9tbn

